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ABSTRACT: 

On July 7, 1999, Oconee Unit 1 was in Mode 1 at 15 percent Full Power preparing to 
place the Turbine-Generator on line following a refueling outage. Operations secured and 
isolated the 1B Main Feedwater Pump (MFP) at 0110 hours. Due to misrouted instrument 
lines on non-safety related pump suction pressure switches, the 1A MFP tripped which 
caused the Reactor Protective System to trip the reactor on loss of feedwater. Operators 



stabilized the reactor in Mode 3. 

The root cause of the trip was inadequate procedural guidance such that personnel did not 
maintain adequate configuration control when disconnecting and reconnecting instrument 
lines during a modification in 1996. A contributing cause was deficient post-modification 
testing (PMT). The PMT did not identify that the pump suction pressure sensing lines 
were connected to the wrong pumps. Corrective actions include connecting the 
instrument lines to the correct pumps, and revisions to processes and procedures. 

The health and safety of the public was not compromised by this event. 
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EVALUATION: 

BACKGROUND 

This report addresses a Reactor Trip which is reportable per 10CFR 

50.73(a)(2)(iv) as "any event or condition that resulted in a... automatic 

actuation of... the Reactor Protective System." 

The Reactor Protective System (RPS) [EIIS:JC] is a safety related system 

which monitors parameters related to the safe operation of the plant. The 

RPS provides a two-of-four logic for tripping the reactor in response to 

unit/system conditions that require a unit trip. 

One of the parameters monitored by RPS is the discharge pressure of the two 

Main Feedwater [EIIS:SB] Pumps (MFPs). If discharge pressure is low on 

both MFPs, RPS receives a reactor trip signal. 

The suction pressure of each MFP is monitored independently. For economic 

protection of the MFPs, non-safety related pressure switches activate a 

pump trip using pressure. If both MFPs are running the low suction 

pressure, that pump Control System (ICS) [EIIS:JA] will less than 65 

percent. If both MFPs pressure, both pumps trip, then the 2 of 3 logic on 



low suction and only one pump experiences will trip and the Integrated 

control a power reduction to experience the low suction RPS detects the 

resulting low MFP discharge pressure and trips the reactor. 

The Emergency Feedwater (EFDW) System [EIIS:BA] is automatically initiated 

on loss of main feedwater as indicated by low MFP turbine hydraulic control 

oil pressure on both MFPs. This system includes one Turbine Driven and two 

Motor Driven EFDW Pumps per unit. 

There is also an Anticipated Transient Without Scram (ATWS) Mitigation 

System Actuation Circuitry (AMSAC) System [EIIS:JC] to provide a redundant 

start signal to the EFDW. If MFP turbine hydraulic control oil pressure is 

low on both pumps or MFP 
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discharge pressure is low on both pumps, then AMSAC initiates EFDW and 

trips the Main Turbine. 

EVENT DESCRIPTION 

On July 6, 1999, Oconee Unit 1 was in Mode 1 at 15 percent Full Power. 

Activities were in progress to place the Turbine-Generator on line 

following a refueling outage. A leak was discovered on a valve flange and 

the decision was made to isolate the 1B Main Feedwater Pump (MFP) for 

repair of the leak. 

The 1A MFP was started at 2145 hours and the 1B MFP was stopped. 

Operations personnel began closing valves to isolate the 1B MFP and, at 

0110 hours on the morning of July 7, 1999, the 1A MFP tripped. This 



resulted in low discharge pressure on both MFPs, which caused the Reactor 

Protective System (RPS) to trip the reactor due to loss of feedwater. 

Because the Turbine-Generator was not yet on line, the unit was already 

powered from the start-up source (switchyard). Therefore no power 

transfers were required. 

Operators took immediate manual actions as required by the Emergency 

Operating Procedure (EOP) and the Abnormal Procedure (AP) for Loss of 

Feedwater to stabilize the unit in Mode 3. Specifically, operators 

confirmed that all Control Rod Drive breakers had tripped and that all 

control rods [EIIS:AA] had dropped into the core. 

The loss of both MFPs resulted in an automatic start of the Turbine Driven 

and both Motor Driven EFDW Pumps. There was also a redundant EFDW start 

signal from the AMSAC system. At 0112 hours, in accordance with the Loss 

of Feedwater AP, an operator confirmed that both Motor Driven EFDW pumps 

were running properly and shutdown the Turbine Driven EFDW pump. 
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Following the reactor trip, the Reactor Coolant System (RCS) [EIIS:AB] 

parameters remained within established norms. Operators opened 1HP-26 (HPI 

TO LOOP A REACTOR INLET VALVE) and started a second High Pressure Injection 

(HPI) [EIIS:CB] pump for approximately two to three minutes to increase 

make-up due to normal inventory cooldown. This manual start of a second 

HPI pump for normal RCS make-up is typical after a trip and is not 

associated with the Engineered Safeguards [EIIS:JE] role of HPI. 



The turbine by-pass valves operated as expected to control Main Steam (MS) 

[EIIS:SB] header pressure below the lift setpoints for the Main Steam 

Relief Valves (MSRVs). However operators noted that several MSRVs had 

opened and decreased MS pressure, per procedure, until the MSRVs reseated. 

During this evolution, additional RCS make-up was accomplished, per 

procedure, by briefly opening a valve to align HPI suction to the Borated 

Water Storage Tank (BWST). 

Operations personnel notified the NRC of the trip at 0241 hours using the 

Emergency Notification System. The NRC assigned event number 35899. 

A post-trip review process was started to determine the cause of the trip. 

Operators observed that low feedwater pump suction alarm lights were lit 

for the 1A MFW pump but not for the 12 MFW pump. This was unexpected since 

the 1B MFW pump was the pump being isolated when the trip occurred. An 

investigation determined that the instrument lines from the two MFW pump 

suctions were misrouted upon entry into the cabinet that contained the 

pressure switches. This resulted in a low pressure on the 1B MFW pump 

activating the 1A MFW pump pressure switches and tripping the 1A MFW pump. 

A root cause investigation found that the MFW pump pressure switches had 

been modified in November, 1996. The modification included adding an 

additional pressure switch for each pump and relays to provide 2 of 3 

logic. During this modification, the A and B suction pressure 

instrumentation lines to the pressure switches were disconnected at the 

back of the instrument cabinet 
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and modified. The root cause investigation concluded that the most 

probable scenario is that, when reinstalled, the A and B instrument lines 

were erroneously connected to the switches for the opposite train. The 

Post-Modification Tests were not adequate to detect the error. 

The MFPs are rarely isolated hydraulically with the feedwater system in 

service. Most MFP maintenance is done during outages after the MFPs have 

been shutdown. Calibration of the pressure switches involves isolation of 

the switches from the system piping. Therefore, it is reasonable that the 

misrouted tubing would not have been detected prior to this event. 

Problem Investigation Process (PIP) 0-099-2898 was initiated due to the 

fact that 1MS-10 did not reseat within the expected pressure range. The 

MSRVs had been tested and set on July 5, 1999, as part of the startup 

activities following refueling. Following the trip on July 7, 1999, all 

sixteen MSRVs were rechecked and six were reset when their setpoints were 

found slightly outside the acceptance range (five low and one high, worst 

case -1.5 percent). An operability evaluation was performed which 

concluded that these valves were capable of performing all required safety 

functions at the "as found" setpoints on July 7, 1999. Additional 

corrective actions for this issue will be developed and documented using 

the PIP corrective action process. 

CAUSAL FACTORS 

The reactor trip occurred as a proper response to the loss of Feedwater. 



The operating feedwater pump tripped on an invalid signal because the 

suction pressure instrument lines were inappropriately misrouted. 

An investigation determined that the root cause of this trip was inadequate 

procedural guidance. Specifically, the personnel performing a modification 

in 1996 did not maintain adequate configuration control when disconnecting 

and reconnecting instrument lines. The procedure, IP/0/A/0075/012 did not 

address 
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tubing installation, only tubing fittings, and did not adequately address 

configuration control. Subsequent to the modification and prior to the 

Unit trip, IP/0/A/0075/012 was deleted and a new procedure, 

IP/0/A/5090/001. was generated. The new procedure addresses configuration 

control and good work practices such as labeling and verification of 

correct connections. Therefore, no additional corrective action is 

considered necessary for this cause. 

Contributing to the root cause was a weakness in a configuration control 

directive, which required tagging of electrical leads lifted during 

maintenance activities, but did not establish a similar requirement to tag 

disconnected instrument tubing or similar mechanical components. Planned 

corrective action 2 below addresses this issue. 

A contributing cause was an inadequate Post Modification Test. The 

modification procedure did not contain a requirement to adequately verify 

that the modified instruments were connected to monitor the proper 



component/train. The PMT did not confirm that the instruments responded 

correctly to changes in the proper train process variable. Planned 

corrective action 3 below addresses this issue. 

CORRECTIVE ACTIONS 

Immediate: 

1. Operators took appropriate actions to stabilize the Unit in Mode 3. 

Subsequent: 

1. After confirming existence of misrouted tubing, the tubing was 

corrected. 

2. The MSRVs were retested and reset as necessary. 
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3. An operability evaluation was performed which concluded that the 

setpoints observed during "as found" testing on July 7, 1999 would have 

allowed the MSRVs to perform their required safety function for all 

accident scenarios analyzed in the Updated Final Safety Analysis Report 

(UFSAR). 

Planned: 

1. During the next appropriate outage, Oconee will verify the instrument 

line configurations for the MFP suction pressure switches on the other 

two Oconee units. 

2. Oconee will revise Maintenance Directive 4.4.13 to provide guidance on 

labeling (tagging) tubing or other components when disconnected for 

maintenance or modification. This would be similar to existing guidance 



to tag lifted electrical leads. 

3. Oconee will review existing guidance on PMT, revise as needed, and 

provide additional training to personnel who specify PMT to assure that 

PMT for instrumentation includes, in addition to calibration of newly 

installed components, verification of proper connections to the affected 

system/train. Where practical, PMT should include assurance that the 

installed instrument responds appropriately to changes in the process 

variable. 

Planned corrective actions 1, 2, and 3 are considered to be NRC Commitment 

Items. These are the only NRC Commitment items contained in this LER. 

SAFETY ANALYSIS 

The misrouted, non-safety related instrument line caused a spurious trip of 

the 1A MFP, which resulted in an actual loss of feedwater. The resulting 

reactor trip was the proper response to this loss of feedwater. All 

automatic systems functioned properly during the trip. Operator actions 

were appropriate and brought the unit to stable conditions in Mode 3. 
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The failure scenario in this event was that one pump was being removed from 

service. When its suction isolation valve was closed, resulting in an 

actual low suction pressure in the piping, the other pump tripped due to 

the misrouted tubing. 

Another postulated scenario, made possible due to the misrouted instrument 

lines, would be failure of the correct MFP to trip during an actual low 



suction pressure condition. Variations on this scenario were evaluated and 

could not result in an unanalyzed condition. 

The post-trip transient response led to identification that six MSRVs were 

slightly out of tolerance (five low and one high, worst case -1.5 percent 

from nominal setpoint). Although out of the 1 percent tolerance assumed in 

the UFSAR, an operability evaluation concluded that the MSRVs could perform 

all required safety functions with the observed setpoints. 

The health and safety of the public was not affected by this event. 

ADDITIONAL INFORMATION 

There were no releases of radioactive materials, radiation exposures in 

excess of limits, or personnel injuries associated with this event. 

The trip of the Main Feedwater Pump constitutes a Maintenance Rule 

functional failure and is considered reportable under the Equipment 

Performance and Information Exchange (EPIX) program. The Main Feedwater 

Pump is a Delaval (manufacturer code D055), model no. IBSX1516. The NRC 

root cause code is 'B', an Installation Deficiency, because pressure switch 

instrumentation tubing was routed to the wrong train during installation. 
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A review of reportable events indicated that no reactor trip events have 

occurred within the past two years due to the root causes identified in 

this event. 
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Duke Power 

DUKE Oconee Nuclear Site 

POWER**[servicemark] 7800 Rochester Highway 

A Duke Energy Company Seneca, SC 29672 

W. R. McCollum, Jr. (864) 885-3107 OFFICE 

Vice President (864) 885-3564 FAX 

August 6, 1999 

U.S. Nuclear Regulatory Commission 

Document Control Desk 

Washington, D.C. 20555 

Subject: Oconee Nuclear Station 

Docket Nos. 50-269, -270, -287 

Licensee Event Report 50/269-1999-05, Revision 0 

Problem Investigation Process No.: 1-O99-2868 

Gentlemen: 

Pursuant to 10 CFR 50.73 Sections (a)(1) and (d), attached is Licensee 

Event Report 50/269-1999-05, concerning a Unit 1 reactor trip due to loss 

of feedwater. 

This report is being submitted in accordance with 10 CFR 50.73 (a)(2)(iv). 

This event is considered to be of no significance with respect to the 

health and safety of the public. 

Very truly yours, 

W. R. McCollum, Jr. 
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Document Control Desk 

Date: August 6, 1999 
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cc: Mr. Luis A. Reyes 

Administrator, Region II 

U.S. Nuclear Regulatory Commission 

61 Forsyth Street, S. W., Suite 23T85 

Atlanta, GA 30303 

Mr. D. E. LaBarge 

U.S. Nuclear Regulatory Commission 

Office of Nuclear Reactor Regulation 

Washington, D.C. 20555 

INPO Records Center 

700 Galleria Parkway, NW 

Atlanta, GA 30339-5957 

Mr. M. A. Scott 

NRC Resident Inspector 

Oconee Nuclear Station 

*** END OF DOCUMENT *** 
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